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Abstract

Recent advances on fine-grained image retrieval prefer learning convolutional neural network (CNN) with specific fully-connection layer designed loss function for discriminative feature representation. Essentially, such loss should establish a robust metric to efficiently distinguish high-dimensional features within and outside fine-grained categories. To this end, the existing loss functions are defected in two aspects: (a) The feature relationship is encoded inside the training batch. Such a local scope leads to low accuracy. (b) The error is established by the mean square, which needs pairwise distance computation in training set and results in low efficiency. In this paper, we propose a novel metric learning scheme, termed Normalize-Scale Layer and Decorrelated Global Centralized Ranking Loss, which achieves extremely efficient and discriminative learning, i.e., \(5 \times\) speedup over triplet loss and 12\% recall boost on CARS196. Our method originates from the classic softmax loss, which has a global structure but does not directly optimize the distance metric as well as the inter/intra class distance. We tackle this issue through a hypersphere layer and a global centralized ranking loss with a pairwise decorrelated learning. In particular, we first propose a Normalize-Scale Layer to eliminate the gap between metric distance (for measuring distance in retrieval) and dot product (for dimension reduction in classification). Second, the relationship between features is encoded under a global centralized ranking loss, which targets at optimizing metric distance globally and accelerating learning procedure. Finally, the centers are further decorrelated by Gram-Schmidt process, leading to extreme efficiency (with 20 epochs in training procedure) and discriminability in feature learning. We have conducted quantitative evaluations on two fine-grained retrieval benchmark. The superior performance demonstrates the merits of the proposed approach over the state-of-the-arts.

Introduction

Fine-grained image retrieval (FGIR) is to search image through subordinate in the same visual category, e.g., birds (Wah et al. 2011), cars (Krause et al. 2013) and products (Oh Song et al. 2016), which has attracted increasing research focus recently. In such a setting, instances are similar to each other within a general class and are difficult to distinguish among fine-grained categories, due to various pose, illumination and occlusion. Therefore, FGIR is more challenging comparing with content based image retrieval (CBIR). In order to distinguish the subtle differences among fine-grained categories, a discriminative feature representation is demanded. To this end, a recent trend is to adopt convolutional neural network (CNN) with a distance metric learning (Huang, Loy, and Tang 2016; Oh Song et al. 2016; Bell and Bala 2015; Ustinova and Lempitsky 2016; Wang et al. 2014) to extract the discriminative and generative features, which aim to distinguish high-dimensional features within/outside fine-grained categories.

Despite the recent progress, fine-grained image retrieval remains as an open problem. The key challenge lies in designing a good loss to efficiently learn a robust metric, which measures similarity of features extracted from deep neural networks (Krizhevsky, Sutskever, and Hinton 2012; Szegedy et al. 2015; Simonyan and Zisserman 2014; He et al. 2016). However, the existing loss functions in FGIR are still far from satisfactory, which are defected in terms of local structure and slow training. The former refers to encoding the example relationship locally, i.e., pairwise, triplet, which results in low accuracy. The latter refers to establishing the loss with mean square error (MSE), which causes low efficiency, since the MSE will theoretically get stuck in local optimum (Golik, Doetsch, and Ney 2013). More specifically, most existing loss functions in FGIR are defined in terms of pairs (Hadsell, Chopra, and LeCun 2006) or triplets (Wang et al. 2014) inside the training mini-batch. This contradicts from the optimal loss that should maximize intra-class compactness and inter-class separability. And since the existing loss in FGIR did not consider the embedding space globally, the resulting weak features will degenerate the retrieval performance. Besides, the computation complexity for pairwise and triplet loss can go up to \(O(N^2)\), where \(N\) denotes the total number of training samples.

The local Structure Challenge. Learning with global structure has been well addressed in image categorization/recognition/segmentation (He et al. 2016; Ren et al. 2015; Long, Shelhamer, and Darrell 2015), which typically follows a cross-entropy + softmax loss setting i.e. the weight of last fully-connected layer can be considered as a global class center. Such a global optimization mechanism cannot be directly implemented in FGIR, as its inner-product opera-
Figure 1: An illustration of the proposed framework. The Norm-Scale (N-S) layer projects the features of images on a hypersphere by using $L_2$ normalization and scale layer. The proposed Decorrelated Global-aware Centralized Ranking Loss (DGCRL) consists of two parts, a global aware ranking loss in the feature space and a Gram-Schmidt independent optimization in the center space. The framework can directly optimize the intra-class compactness and inter-class separability and establish an effective representation for fine-grained retrieval.

The Slow Training Challenge. The main reason for the unsatisfactory training speed lies in the disparity between training/testing and the usage of MSE. In particular, since the dataset contains images with different qualities, the corresponding features tend to lie on different spheres (Ranjan, Castillo, and Chellappa 2017). It is therefore makes it difficult to minimize the inter-class distance in training and robustly measure similarity between features without $L_2$ normalization in testing, which further leads to a gap between training and testing, i.e. the feature is optimized without $L_2$ normalization in training while the similarity is measured after normalization in testing. More importantly, according to the (Golik, Doetsch, and Ney 2013), MSE will quickly stuck in local minima, which further degenerate the training efficiency.

In this paper, we present a novel metric learning scheme that conquers the above difficulties in a unified framework. As illustrated in Fig.1, the framework contains two crucial components, i.e. Normalize-Scale Layer and Decorrelated Global-aware Centralized Ranking Loss, the former of which eliminates the gap between training and testing as well as inner-product and the Euclidean distance, while the latter encourages learning embedding function to directly optimize inter-class compactness and intra-class separability. In particular, the Decorrelated Global-aware Centralized Ranking Loss (DGCRL) is composed by two parts, a global-aware ranking loss in feature space and a Gram-Schmidt independent operation on center space, which tackles the challenge of feature discriminability and generalization respectively. The proposed normalize-scale (N-S) layer employs normalization and scaling operation in image features, which connects inner-product and Euclidean distance metric to well accelerate DGCRL through softmax loss. It is worth to note that, most methods need to train their networks with cropped images, hard example mining, or extra information. In contrast, no extra information, models or datasets are used in our network.

We have conducted extensive experiments on two widely-used FGIR benchmark CUB-200-2011 and CARS196, with comparisons to a set of state-of-the-art methods. Quantitatively, it outperforms CRL-WSL (Zheng et al. 2018) by 12.0% in CARS196, and runs $5\times$ faster in training over triplet loss.

Related Work

Fine-Grained Image Retrieval (FGIR). FGIR has attracted increasing research focus in recent years (Wei et al. 2017; Xie et al. 2015; Zhang et al. 2016; Zheng et al. 2018). It aims to differentiate subordinate classes, where the challenges are two-fold: 1) Most classes are highly correlated and difficult to be distinguished due to their subtle difference i.e., small inter-class variance. 2) The intra-class variance is large, which is caused by different poses and viewpoints. Existing works in FGIR can be categorized into two groups: The first group relies on using handcraft features (Xie et al. 2015), while the second defines FGIR as a deep metric learning problem, e.g. (Zhang et al. 2016; Zheng et al. 2018), which attempts to learn a discriminative feature by designing specific loss functions for training deep...
neural network. However, as discussed above, these methods encode the local relationship between features, which degenerate the feature discriminability and learning efficiency, while leaving the problem of variations between training and testing unsolved.

Deep Metric Learning. The goal of deep metric learning is to learn an optimal metric to minimize the distance between similar images. Similarities can be encoded as pairwise loss (Bell and Bala 2015) or triplet loss (Wang et al. 2014). The work in (Oh Song et al. 2016) proposed a high-order similarity constraint by lifting the pairwise distance within a mini-batch in the form of a dense matrix. Beyond Euclidean metric, (Huang, Loy, and Tang 2016) introduced a Position-Dependent Deep Metric (PDDM) unit, which is capable of learning a similarity metric that is adaptive to local structure in the feature space. However, the performance of these methods is still unsatisfactory. The tremendous search space, the limitation of local-aware structure, as well as the time-consuming mean square optimization lead to inefficient training and less discriminative feature representation. In contrast, the proposed DGCRL updates parameters using the global centers, which makes the optimization more sustainable and more efficient i.e., 12.0% over CRL-WSL (Zheng et al. 2018) in CARIS196, 5× speed up in training over triplet loss.

The Proposed Method

As shown in Fig.1, the proposed model innovates in two aspects, i.e., Normalize-Scale (N-S) Layer and Decorrelated Global-aware Centralize Ranking Loss (DGCRL). The N-S Layer projects the features onto a hypersphere by an $L_2$ normalization and a scale layer. Such an N-S layer is a precondition of the rest components, i.e., the proposed DGCRL can be transformed iff. the features and centres are normalised. On the other hand, the proposed DGCRRL is composed of two parts which directly optimizes the intra-class compactness (by Gram-Schmidt decorrelated operation in center space) and inter-class separability (by Global Centralized Ranking Loss (GCR) in feature space) in a global way. This differs from previous methods which tend to focus on the local structure of the embedding space using pair-wise/triplet loss, and hence improves the feature discriminability and learning efficiency. Moreover, by combining the proposed N-S layer with DGCRL, the proposed model can be trained by using cross-entropy loss, as the Euclidean distance can be transformed into inner-product.

Problem Definition and Overall Pipeline

Let $I = \{I_1, ..., I_n\} \in \mathcal{I}$ be a labeled collection of fine-grained images, where $\mathcal{I}$ is the original input space of all possible images. Depending on the application, in training set each image has its corresponding label $y \in \{1, ..., K\}$ of $K$ classes/clusters. Function $f(\cdot; \theta) : \mathcal{I} \to \mathbb{R}^d$ maps an image $I$ to a vector $x_i = f(I_i, \theta)$ in a $d$-dimensional embedding space $\mathcal{X}$. $\theta$ is the CNN parameters to be learned.

We first summarize the general pipeline for fine-grained image retrieval (Wei et al. 2017; Xie et al. 2015; Zhang et al. 2016; Zheng et al. 2018). Given a training set with fine-grained images and corresponding labels, CNN is trained without feature normalization. At the testing stage, feature descriptor $x_i$ is extracted from image $I_i$ and normalized to a unit length. Then, the returning list is sorted according to similarity computed by using the Euclidean distance. Note that normalization is unavoidable in online stage. Since the features lie on different spheres, retrieving images with normalization can largely promote the performance (Ranjan, Castillo, and Chellappa 2017).

There are two issues in this pipeline. First, the training and testing phases for fine-grained image retrieval are decoupled. There is no guarantee that the training step directly optimizes the ranking function in the Euclidean space, i.e some retrieval tasks follow an inner-product + softmax loss pipeline, which differ from the loss design in training. Second, existing deep metric learning is unable to extract discriminative features on different hyperspheres. Some previous works (Wang et al. 2017; Ranjan, Castillo, and Chellappa 2017) proposed feature normalization methods to solve these issues. Nevertheless, as illustrated in Fig.3, normalizing features with unit length can lead to a “degeneration” problem, i.e. the loss cannot converge due to the tiny space on unit sphere. Moreover, inner-product with feature normalization is not a Euclidean distance, which means the gap between training and testing steps still exists. We solve the above issues by proposing a novel Normalize-Scale (N-S) Layer, which eliminates the gap between inner-product and the Euclidean distance by normalization and expand representation space by scale operation.

Normalize-Scale Layer

The N-S layer forces the features to be distributed on a hypersphere. For an input vector $x$, the layer can be defined as follows:

$$\hat{x} = \frac{x}{\|x\|_2} \ast \alpha = \frac{\alpha x}{\sqrt{\sum_i x_i^2}}.$$  \hspace{1cm} (1)

Here $x$ can be either a feature vector or a center. The layer can be easily implemented by publicly available deep learning frameworks such as MXNet (Chen et al. 2015) or Caffe (Jia et al. 2014). The N-S layer disposes the feature with normalization and a scale layer, as illustrated in Fig.1. It is worth to note that the center should not be projected on hyperspheres, since the centers will gradually close to the features hypersphere through back propagation and the “degeneration” problem exists only in the original feature space. Furthermore, the distance calculation can be transformed into inner-product form (which will be described in the next section). Therefore, employing project operation in feature space makes numerical calculations easier.

Decorrelated Global Centralized Ranking Loss

Due to the tremendous search space and local aware structure, previous deep metric learning methods (Huang, Loy, and Tang 2016; Oh Song et al. 2016; Bell and Bala 2015; Ustinova and Lempitsky 2016; Wang et al. 2014; Zheng et al. 2018) are less effective in training, which fail to learn a discriminative feature representation for fine-grained tasks. The major reason is that, the local structure is insufficient...
to learn a discriminative feature representation. Moreover, directly minimizing the Euclidean distance leads to a very slow convergence. As a result, it is reasonable to back-propagate through a global learnable center. Therefore, combining with N-S layer, the proposed GCRL scheme directly optimizes the following loss:

$$
\mathcal{L} = \max \left( \sum_{i=1}^{N} \left( m + \|x_i - w_{y_i}\| - \frac{1}{K-1} \sum_{c \neq j} \|x_i - w_j\| \right) \right)
$$

s.t. $\|x_i\|_2 = \alpha.

(2)

For a given feature $x_i$, the loss function consists of three parts, the margin $m$, the distance between corresponding center $w_{y_i}$, and the distance between negative pairs. The gradients are defined as:

$$
\frac{\partial \mathcal{L}}{\partial x_i} = \frac{x_i - w_{y_i}}{\|x_i - w_c\|} - \frac{1}{K-1} \sum_{c \neq j} \frac{x_i - w_j}{\|x_i - w_j\|},
$$

(3)

$$
\frac{\partial \mathcal{L}}{\partial w_{y_i}} = \frac{w_{y_i} - x_i}{\|w_{y_i} - x_i\|}, \quad \frac{\partial \mathcal{L}}{\partial w_j} = \frac{1}{K-1} \frac{x_i - w_j}{\|x_i - w_j\|}.
$$

(4)

As shown in Eq.3, GCRL forces the feature $x_i$ to approach the center of the target class, while leaving away from centers of irrelevant classes. At the same time, in Eq.4, the center is updated by the information generated from $x_i$, which gradually approaches the global center, leading to a more compact and separable feature representation in the testing phase. However, due to the mean square loss, the proposed loss function also suffers from the training efficiency problem. Considering that FGIR often handles large-scale training sets, a modification to accelerate GCRL is indispensable.

Accelerating GCRL. The work in (Golik, Doetsch, and Ney 2013) argued that the cross entropy criterion allows to find better local optimum and convergence faster than mean square loss. Together with softmax, it has become the most commonly adopted loss function in various tasks, including retrieval (Wen et al. 2016). However, in these methods, the loss function is only used as an auxiliary function, which is insufficient in fine-grained image retrieval. Combining with N-S layer, we reformulate the global-aware centralized loss to an equivalent softmax loss, which retains the global structure, distance metric and large margin in GCRL, while engaging the merit of softmax loss.

Softmax loss has been recognized as an essential component in the classification. For an input feature $x_i$ with its corresponding center/label/cluster $y_i$, it can be formulated as:

$$
\mathcal{L}_{\text{softmax}} = -\log \left( \frac{e^{f_{y_i}}}{\sum_j e^{f_j}} \right),
$$

where $f_j$ is the $j$-th element of the class vector $f$. In most CNN structure, $f$ is usually the output of a fully-connected layer $W$. So $f_j$ can be written as $f_j = W_j^T x_i$ in which $W_j$ is the $j$-th column of $W$. We define the probability for the $y_i$-th class as $p_{y_i} = \frac{e^{f_{y_i}}}{\sum_j e^{f_j}}$ for simplicity. And in back propagation, the gradient w.r.t. $f_j$ can be obtained by the chain-rule. If $j = y_i$, we have:

$$
\frac{\partial \mathcal{L}_{\text{softmax}}}{\partial f_j} = - \frac{1}{p_{y_i}} \frac{\partial p_{y_i}}{\partial f_j} = - \frac{1}{p_{y_i}} e^{f_j} \sum_i e^i - e^{f_j} \cdot e^{f_{y_i}} = \frac{1}{p_{y_i}} \sum_i e^i - e^{f_j} \cdot e^{f_{y_i}} = (\sum_i e^i)^2
$$

(6)

and when $j \neq y_i$, the gradient becomes

$$
\frac{\partial \mathcal{L}_{\text{softmax}}}{\partial f_j} = - \frac{1}{p_{y_i}} \frac{\partial p_{y_i}}{\partial f_j} = - \frac{1}{p_{y_i}} \sum_i e^i - e^{f_j} \cdot e^{f_{y_i}} = (\sum_i e^i)^2
$$

(7)

As shown in Eq.6 and Eq.7, in the training step, if we consider the inner-product as a similarity metric, softmax loss enhances the similarity value when the feature $x_i$ belongs to class $y_i$, and depresses the similarity with other classes simultaneously. It is worth to note that, the value of $L_2$ norm with features and centres are invariable in training, which means the Euclidean distance is inversely proportional to the inner product, i.e.

$$
\|x_i - w_j\| = \|x_i\| + \|w_j\| - 2 x_i w_j = C - 2 x_i w_j.
$$

(8)

Therefore, we reformulate the proposed GCRL to softmax except for the margin parameter $m$. For the softmax form, it can be easily implemented by most deep learning frameworks. For the margin parameter $m$, it is still unable to optimize the intra-class compactness and inter-class separability.

Center Decorrelation. The work in (Liu et al. 2016; 2017) introduced an angular margin to make the objective function more rigorous, and used the intermediate value $\cos(m\theta)$ to replace the original $\cos \theta$ during training. However, $m$ is supposed to be positive to make $\cos(m\theta)$ derivable, which largely compress the representation space. Besides, the function is hard to implement due to the angular

---

1The gradient represent the negative direction of the optimization

2The features are normalized and the gradient direction of centers are vertical with centers (which will be explained in next subsection)
margin involved. To address these issues, we design a new Center Decorrelation operation to enlarge the distance between different centers. We first give a simple description to our intuition. Considering Eq.7 and Eq.6, the gradient w.r.t. \( x_i \) can be obtained by the chain rule:

\[
\frac{\partial L_i}{\partial x_i} = \frac{\partial w_j x_i}{\partial x_i} = w_j, \tag{9}
\]

which indicates that in training, the features are moving according to the center \( w_j \), eventually point to the same direction with \( w_j \). Therefore, the margin can also be obtained by decorrelating centers with the following objective function:

\[
L_i = -\log \frac{e^{w_i x_i}}{\sum_{j \neq y_i} e^{w_j x_i}} - \lambda \sum_{i \neq j} |w_i w_j^T| \tag{10}
\]

\[ s.t. \|x_i\|_2 = \alpha, \]

where \( \Omega \) denotes different pairwise sets of centers. With the absolute operation, Eq.11 requires the centers to be perpendicular, which promotes the feature discriminability (large center distance) and generalization (wide feature representation space) simultaneously. However, there are optimization issues in Eq.11. As illustrated in Fig.2, directly minimizing \( |w_i w_j| \) is ineffective (the gradient will be damped by the feature normalization) and unstable (hard to minimize when the \( w_i w_j \) is close to zero).

**Gram-Schmidt Optimization** In this paper, we employ the Gram-Schmidt process to solve the above problems. Let \( \{w_i|i = 1, 2, ..., n\} \) be a set of \( m \)-vectors and we wish to obtain an equivalent orthonormal set \( \{v_i|i = 1, 2, ..., n\} \) of \( m \)-vectors. The Gram-Schmidt process (Schmidt 1908) can be constructed by following successive operation:

\[
v_k' = u_k - \sum_{j=1}^{k-1} \langle v_j, u_k \rangle v_j, \quad v_k = \frac{v_k'}{\|v_k'\|}; \quad k = 2, ..., n, \tag{12}
\]

where \( v_1 = \frac{w_1}{\|w_1\|} \). The Gram-schmidt is used for two reasons. One is that the process can orthogonalise the original gradient to be vertical with corresponding centre, which makes the optimization more effective, as illustrated in Fig.2b. The other one is that the operation is stable when two centers are perpendicular, due to the \( \langle v_j, u_k \rangle \) operation (the second term becomes zero). Moreover, when dealing with two vectors, Eq.12 can be easily implemented as:

\[
\frac{\partial L}{w_i} = \frac{\partial L}{w_i} + \frac{1}{\|\Omega\}} \lambda (w_i - \langle w_i, w_j \rangle w_j), \tag{13}
\]

where the computation of \( \frac{\partial L}{w_i} \) is the same as the original softmax. Obviously, in Eq.13, the update is co-determined by the inter-class compactness \( \frac{w_i}{\|w_i\|} \) and intra-class separation \( (w_i - \langle w_i, w_j \rangle) w_j \). This means that the discriminability and generalization will be explicitly enhanced. The overall framework is summarized in Alg. 1.

### Experiments

**Experimental Settings**

**Datasets.** CUB-200-2011 (Wah et al. 2011) contains 200 bird classes with 11,788 images. We use the first 100 classes in training and the rest in testing. The split in CARS196 (Krause et al. 2013) is also similar to CUB200-2011, which contains 196 car classes with 16,185 images, *i.e.* with the first 98 classes (8,045 images) for training and the remaining classes (8,131 images) for testing. The training/testing split also follows the standard setting in (Huang, Loy, and Tang 2016; Bell and Bala 2015; Oh Song et al. 2016).

**Evaluation Protocols.** We evaluate the retrieval performance by Recall@K. Recall@K is the average recall scores over all query images in the test set, which strictly follows the setting in (Oh Song et al. 2016). Specifically, for each query, we return the top K similar images. In the top K returning images, the score will be 1 if there exists at least one positive image, and 0 otherwise.

**Implementation Details.** We apply the widely-used Resnet-50 (He et al. 2016) in our experiments. The network is pre-trained on ImageNet ILSVRC-2012 (Deng et al. 2009)\(^3\). We set the same hyperparameters in all experiments without specific tuning, with a margin parameter \( m \) of 4, a scale parameters \( \alpha \) of 128, a mini-batch size of 60, and an initial learning rate starts from 0.0001 and is divided by 10 in every 100 epochs. The feature is extracted from the last convolutional layer of Resnet-50 with max and average pooling, which is followed through SCDA (Wei et al. 2017).

**Baselines** We compare the proposed method with the following state-of-the-art methods: (1) Contrastive, Triplet, PDDM+Quadruplet and liftedStruct (Bell and Bala 2015; Liao et al. 2017).
Zhang et al. 2016; Oh Song et al. 2016; Huang, Loy, and Tang 2016). These methods aim at training CNN using local aware metric learning with different numbers of examples (pairwise, triplet and quadruplet). (2) Facility Location (Song et al. 2017) introduces a new metric learning method which is able to learn a global structure by facility location. (3) Histogram Loss and Binomial Deviance (Ustinova and Lempitsky 2016) proposed to evaluate the cost of overlap between distributions of positive pairs’ distances and negative pairs’, which is robust to outliers. (4) SCDA (Wei et al. 2018) employs the network saliency to generate a discriminative and representative feature. (5) CRL-WSL (Zheng et al. 2018) combines a centralized ranking loss with weakly supervised localisation method to obtain features under pixel level object localization, which only uses image-level labels.

**Fine-grained Image Retrieval**

As shown in Tab.1, our model consistently outperforms the state-of-the-arts in terms of Recall@K, which achieves 67.9 Recall@1 on CUB200-2011 and 75.9 Recall@1 on CARS196. It is worth to note that only our method is optimized to capture the global structure, which confirms the point we argued before. Fig.4 visualizes the t-SNE (Van Der Maaten 2014) plots on the embedding vectors of our method on CUB200-2011 and CARS196, respectively. We can see that our method performs very well on grouping similar objects despite the variations in view point, pose and configuration.

**Ablation Study: Scale α and Factor λ**

We further explore the retrieval performance in different hyperparameter settings of α and m, as well as how they affect the FGIR performance in CUB200-2011. Fig.3 shows the performance variations in different settings of parameter α. The performance is poor when α is small and is stable when α is higher than 16. As mentioned before, we observe the “degeneration” problem in Fig.3, i.e., the inter-class compactness and intra-class separation can be easily obtained in training set rather than disjoint testing set. In fact, α decides the size of the feature representation space. Therefore, the overfit can be alleviated with a higher α. On the other hand, the performance is consistent when α is larger than 128, which mainly caused by numerical constraint of the input (the range of input image is [−128, +128]). Tab.2 further shows the tuning of the hyperparameter λ, we have found

<table>
<thead>
<tr>
<th>Margin λ</th>
<th>Recall@K</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>32</td>
</tr>
<tr>
<td>λ = 0</td>
<td>66.7 76.7 85.0 90.4 93.8 96.4</td>
</tr>
<tr>
<td>0.1</td>
<td>67.9 79.1 86.2 91.8 94.8 97.1</td>
</tr>
<tr>
<td>0.2</td>
<td>67.0 77.1 84.9 90.5 93.9 96.4</td>
</tr>
<tr>
<td>0.4</td>
<td>65.9 76.3 84.5 90.2 93.8 96.5</td>
</tr>
</tbody>
</table>

Table 2: Recall@K with different λ on CUB-200-2011. The λ is the weight of Gram-Schmidt optimization in DGCRL.

<table>
<thead>
<tr>
<th>Method</th>
<th>epoch</th>
<th>Recall@K</th>
</tr>
</thead>
<tbody>
<tr>
<td>triplet</td>
<td>100</td>
<td>64.4 75.5 84.2 90.3 94.5 96.9</td>
</tr>
<tr>
<td>lifted</td>
<td>56</td>
<td>60.2 72.9 82.4 89.5 94.4 97.0</td>
</tr>
<tr>
<td>CRL</td>
<td>96</td>
<td>65.8 76.8 85.0 90.6 94.5 97.2</td>
</tr>
<tr>
<td>DGCRL</td>
<td>20</td>
<td>67.9 79.1 86.2 91.8 94.8 97.1</td>
</tr>
</tbody>
</table>

Table 3: Recall@K and corresponding training epoch with different loss function on CUB-200-2011.

Figure 3: Recall@K in testing (left) and classification accuracy in training (right) with different α on CUB200-2011.

Figure 4: visualizes the t-SNE (Van Der Maaten 2014) plots on the embedding vectors of our method on CUB200-2011 and CARS196, respectively.
that $\lambda = 0.1$ is the optimal one. We also observe that with a large $\lambda$ the results would decrease, due to the too strict Gram-Schmidt condition.

**On Different Loss Functions**

To evaluate the effectiveness of the proposed global centralized ranking loss, we further replace our GCRL with different loss functions and quantify the retrieval degeneration by Recall@K on CUB200-2011. As shown in Tab.3, our method is the best among different loss functions under the same setting of the rest components. Please note that, comparing with the same methods in Tab.1, the performance is higher in Tab .3, which demonstrates the effectiveness of the proposed N-S layer. Besides, in Tab.3, we further report the training epochs with respect to different loss functions. The MSE loss functions (CRL, triplet, liftedstruct) are time consuming. Instead, loss function with cross-entropy is extremely effective in training, particular the our proposed DGCRL (only 20 epochs in the training phase).

**Conclusion**

In this paper, we solve two crucial issues in FGIR, termed *local structure* and *slow training*, the former of which is caused by using the relationship only in a mini batch, while the latter refers to the usage of the mean square error. To address the local structure issue, we propose a global centralized ranking loss to learning the feature in a *global* way, which can be further enhanced by a Gram-Schmidt decorrelate optimization. To address the slow training issue, we propose a normalize-scale layer to eliminate the gap between inner-product and the Euclidean distance, hence, the loss function can be further accelerated by using softmax loss. We achieve the best retrieval performance on the widely-used CUB200-2011 and CARS196 benchmarks. Quantitatively, it gains 12.0% over CRL-WSL (Zheng et al. 2018) in CARS196, as well as 5× faster in training over triplet loss.
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